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Abstract: In this chapter, we give an overview of what ontologies are and how they can 

be used. We discuss the impact of the expressiveness, the number of domain 

elements, the community size, the conceptual dynamics, and other variables on 

the feasibility of an ontology project. Then, we break down the general 

promise of ontologies of facilitating the exchange and usage of knowledge to 

six distinct technical advancements that ontologies actually provide, and 

discuss how this should influence design choices in ontology projects. Finally, 

we summarize the main challenges of ontology management in real-world 

applications, and explain which expectations from practitioners can be met as 

of today. 
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1. ONTOLOGIES IN COMPUTER SCIENCE AND 

INFORMATION SYSTEMS 

Within less than twenty years, the term “ontology,” originally borrowed 

from philosophy, has gained substantial popularity in computer science and 

information systems. This popularity is likely because the promise of 

ontologies targets one of the core difficulties of using computers for human 

purposes: Achieving interoperability between multiple representations of 

reality (e.g. data or business process models) residing inside computer 

systems, and between such representations and reality, namely human users 

and their perception of reality. Surprisingly, people from various research 
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communities often use the term ontology with different, partly incompatible 

meanings in mind. In fact, it is a kind of paradox that the seed term of a 

novel field of research, which aims at reducing ambiguity about the intended 

meaning of symbols, is understood and used so inconsistently. 

In this chapter, we try to provide a clear understanding of the term and 

relate ontologies to knowledge bases, XML schemas, and knowledge 

organization systems (KOS) like classifications. In addition, we break down 

the overall promise of increased interoperability to six distinct technical 

contributions of ontologies, and discuss a set of variables that can be used to 

classify ontology projects. 

1.1 Different notions of the term ontology 

Already in the early years of ontology research, Guarino and Giaretta 

(1995) raised concerns that the term “ontology” was used inconsistently. 

They found at least seven different notions assigned to the term: “… 

1. Ontology as a philosophical discipline 

2. Ontology as a an informal conceptual system 

3. Ontology as a formal semantic account 

4. Ontology as a specification of a conceptualization 

5. Ontology as a representation of a conceptual system via a logical 

theory 

5.1 characterized by specific formal properties 

5.2 characterized only by its specific purposes 

6. Ontology as the vocabulary used by a logical theory 

7. Ontology as a (meta-level) specification of a logical theory” (from 

Guarino & Giaretta, 1995). 

As the result of their analysis, they suggested to weaken the popular—

but often misunderstood and mis-cited—definition of “a specification of a 

conceptualization” by Tom Gruber (Gruber, 1993) to “a logical theory which 

gives an explicit, partial account of a conceptualization” (Guarino & 

Giaretta, 1995). Partial account in here means that the formal content of an 

ontology cannot completely specify the intended meaning of a conceptual 

element but only approximate it—mostly, by making unwanted 

interpretations logical contradictions. 

Although this early paper had already pointed to the possible 

misunderstandings, even as of today there is still a lot of inconsistency in the 

usage of the term, in particular at the border between computer science and 

information systems research. 
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The following three aspects of ontologies are common roots of 

disagreement about what an ontology is and what its constituting properties 

are: 

Truth vs. consensus: Early ontology research was very much driven by 

the idea of producing models of reality that reflect the “true” structures and 

that are thus valid independent of subjective judgment and context. Other 

researchers, namely Fensel (Fensel, 2001), have stressed that it is not 

possible to produce such “true” models and that instead consensual, shared 

human judgments must be the core of ontologies. 

Formal logic vs. other modalities: For a large fraction of ontology 

researchers, formal logic as a means (i.e., modality) for expressing the 

semantic account is a constituting characteristic of an ontology. For those 

researchers, neither a flat vocabulary with a set of attributes specified in 

natural language nor a conceptual model of a domain specified using an 

UML class diagram is an ontology. This is closely related to the question on 

whether the ontological commitment is only the logical account of the 

ontology or whether it also includes the additional account in textual 

definitions of its elements. In our opinion, it is highly arguable whether 

formal logic is the only or even the most appropriate modality for specifying 

the semantics of a conceptual element in an ontology. 

Specification vs. conceptual system: There is also some argument on 

whether an ontology is the conceptual system or its specification. For some 

researchers, an ontology is an abstraction over a domain of interest in terms 

of its conceptual entities and their relationships. For others, it is the explicit 

(approximate) specification of such an abstraction in some formalism, e.g. in 

OWL, WSML, or F-Logic. In our opinion, the more popular notion is 

reading an ontology as the specification of the conceptual system in the form 

of a machine-readable artifact. 

These differences are not mere academic battles over terminology; they 

are the roots of severe misunderstandings between research in computer 

science and research in information systems, and between academic research 

and practitioners. In computer science, researchers assume that they can 

define the conceptual entities in ontologies mainly by formal means— for 

example, by using axioms to specify the intended meaning of domain 

elements. In contrast, in information systems, researchers discussing 

ontologies are more concerned with understanding conceptual elements and 

their relationships, and often specify their ontologies using only informal 

means, such as UML class diagrams, entity-relationship models, semantic 

nets, or even natural language. In such contexts, a collection of named 

conceptual entities with a natural language definition— that is, a controlled 

vocabulary—would count as an ontology. 
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Also, we think it is important to stress that ontologies are not just formal 

representations of a domain, but community contracts about such 

representations. Given that a discourse is a dynamic, social process during 

which participants often modify or discard previous propositions or 

introduce new topics, such a community contract cannot be static, but must 

evolve. Also, the respective community must be technically and skill-wise 

able to build or commit to the ontology (Hepp, 2007). For example, one 

cannot expect an individual or a legal entity to authorize the semantic 

account of an ontology without understanding what they commit to by doing 

so. 

1.2 Ontologies vs. knowledge bases, XML schemas, and 

knowledge organization systems 

In this section, we try to differentiate ontologies from knowledge bases, 

XML schemas, and knowledge organization systems (KOS) as related 

terminology. 

Knowledge bases: Sometimes, ontologies are confused with knowledge 

bases, in particular because the same languages (OWL, RDF-S, WSML, etc.) 

and the same tools and infrastructure can be used both for creating 

ontologies and for creating knowledge bases. There is, however, a clear 

distinction: Ontologies are the vocabulary and the formal specification of the 

vocabulary only, which can be used for expressing a knowledge base. It 

should be stressed that one initial motivation for ontologies was achieving 

interoperability between multiple knowledge bases. So, in practice, an 

ontology may specify the concepts “man” and “woman” and express that 

both are mutually exclusive—but the individuals Peter, Paul, and Marry are 

normally not part of the ontology. Consequently, not every OWL file is an 

ontology, since OWL files can also be used for representing a knowledge 

base. 

This distinction is insofar difficult as individuals (instances) sometimes 

belong to the ontology and sometimes do not. Only those individuals that are 

part of the specification of the domain and not pure facts within that domain 

belong to the ontology. Sometimes it depends on the scope and purpose of 

an ontology which individuals belong to it, and which are mere data. For 

example, the city of Innsbruck as an instance of the class “city” would 

belong to a tourism ontology, but a particular train connection would not. 

We suggest speaking of ontological individuals and data individuals. 

With ontological individuals we mean such that are part of the specification 

of a domain, and with data individuals, we mean such being part of a 

knowledge base within that domain. 
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XML schemas are also not ontologies, for three reasons: 

1. They define a single representation syntax for a particular problem 

domain but not the semantics of domain elements. 

2. They define the sequence and hierarchical ordering of fields in a valid 

document instance, but do not specify the semantics of this ordering. For 

example, there is no explicit semantics of nesting elements. 

3. They do not aim at carving out re-usable, context-independent categories 

of things— e.g. whether a data element “student” refers to the human 

being or the role of being as student. Quite the opposite, we can often 

observe that XML schema definitions tangle very different categories in 

their element definitions, which hampers the reuse of respective XML 

data in new contexts. 

Knowledge organization systems (KOS) are means for structuring the 

storage of knowledge assets for better retrieval and use. Popular types of 

KOS are classifications and controlled vocabularies for indexing documents. 

There is a long tradition of KOS research and applications, in particular in 

library science. 

The main difference between traditional KOS and ontologies is that the 

former often tangle the dimension of search paths with the actual domain 

representation. In particular do classical KOS mostly lack a clear notion of 

what it means to be an instance or a subclass of a category. For example, the 

directory structure on our personal computer is a KOS, but not an 

ontology— since we mostly put a file into exactly one single folder, we try 

to make our folder structure match our typical search paths, and not to 

intersubjective, context-independent, and abstract categories of things. 

In contrast, one key property of an ontology is a context-independent 

notion of what it means to be an instance or a subclass of a given concept. So 

while in a closed corporate KOS, one can put an invoice for batteries for a 

portable radio in the “Radio and TV” folder, ontologies make sense only if 

we clearly distinguish things, related things, parts and component of those 

things, documents describing those things, and similar objects that are held 

together mainly by being somehow related to a joint topic. 

This tangling between search path and conceptualization in traditional 

KOS was caused by past technical limitations of knowledge access. For 

example, libraries must often sort books by one single identifier only, and 

maintaining extra indices was extremely labor-intensive and error-prone. 

Thus, the core challenge in designing traditional KOS was to partition an 

area of interest in a way compatible with popular search paths instead of 

carving out the true categories of existence guided by philosophical notions. 

This does not mean that designing KOS is a lesser art than ontology 

engineering— it is just that traditional KOS had to deal with the technical 
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limitation of a single, consensual search path, which is now less relevant. 

One of the most striking examples of mastering the design of a KOS is the 

science of using fingerprints for forensic purposes back in the 1920s: The 

major achievement was not spotting that fingerprints are unique and suitable 

for identifying a human being. Instead, the true achievement was to construct 

a suitable KOS so that traces found at a crime scene could be quickly 

compared with a large set of registered fingerprints—without visually 

comparing every single registered print, see e.g. Heindl (1927). 

So while ontology engineering can learn a lot from KOS research, it is 

not the same, because intersubjective, context-neutral categories of objects 

are key for successful ontology design. Without such “clean” categories of 

objects, the potential of ontologies for improved data interoperability cannot 

materialize (see also section 2.1). 

1.3 Six characteristic variables of an ontology project 

There exist several approaches of classifying types of ontologies, namely 

by Lassila and McGuinness (Lassila & McGuinness, 2001) and by Oberle 

(Oberle, 2006, pp. 43–47). Lassila and McGuinness did order ontologies by 

increasing degree of formal semantics, while Oberle introduced the idea of 

combining multiple dimensions. On the basis of these two approaches, we 

suggest classifying ontology projects using the following six characteristics: 

Expressiveness: The expressiveness of the formalism used for specifying 

the ontology. This can range from a flat frame-based vocabulary to a richly 

axiomatized ontology in higher order logic. A higher expressiveness allows 

more sophisticated reasoning and excludes more unwanted interpretations, 

but also requires much more effort for producing the ontology. Also, it is 

more difficult for users to understand an expressive ontology, because it 

requires a better education in logic and more time. Lastly, expressiveness 

increases the computational costs of reasoning. 

Size of the relevant community: Ontologies that are targeted at a large 

audience must have different properties than those intended for a small 

group of individuals only. For a large relevant community, an ontology must 

be easy to understand, well documented, and of limited size. Also, the 

consensus finding mechanism in broad audiences must be less subtle. For an 

in-depth discussion of this, see (Hepp, 2007). The important number in here 

is the number of human actors that are expected to commit to the ontology. 

Conceptual dynamics in the domain, i.e., the amount of new 

conceptual elements and changes in meaning to existing ones per period of 

time: Most domains undergo some conceptual dynamics, i.e., new categories 

of things become relevant, the definition of existing ones changes, etc. The 

amount of conceptual dynamics in the domain of interest determines the 
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necessary versioning strategy and also limits the feasible amount of detail of 

the ontology— the more dynamics there is in a given domain, the harder it 

gets to maintain a richly axiomatized ontology. 

Vocabulary

Narrower/Broader 

Relations

Formal Taxonomies

Description Logics

First-Order Logic

Expressiveness

Size of the 

Relevant Community

Conceptual Dynamics
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Figure 1-1. The six characteristic variables of an ontology project 

Number of conceptual elements in the domain: How large will the 

ontology be? A large ontology is much harder to visualize properly, and 

takes more effort to review. Also, large ontologies can be unfeasible for use 

with reasoners that require an in-memory model of the ontology. Often, 

smaller ontologies are adopted more quickly and gain a greater popularity 

than large ones (Hepp, 2007). 

Degree of subjectivity in a conceptualization of the respective 

domain: To which degree are the notions of a concept different between 

actors? For example, domains like religion, culture, and food are likely much 

more prone to subjective judgments than natural sciences and engineering. 

The degree of subjectivity determines the appropriate type of consensus-

finding mechanisms, and it also limits the feasible specificity per element 

(i.e., the richness of the ontological commitment). The latter is because the 

likelihood of disagreement increases the more specific our definitions get. 

Average size of the specification per element: How comprehensive is 

the specification of an average element? For example, are we expecting two 
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attributes per concept only, or fifty first-order logic axioms? This variable 

influences the effort needed for achieving consensus, for coding the 

ontology, and for reviewing the ontological commitment before adopting the 

respective ontology. 

Figure 1-1 presents the six variables in the form of a radar graph. By 

adding scales to the axes, one can use this to quickly characterize ontology 

projects. 

2. SIX EFFECTS OF ONTOLOGIES 

The promises of what ontologies can solve are broad, but as a matter of 

fact, ontologies are not good for every problem. Since ontologies are not 

everlasting assets but have a lifespan and require maintenance, there are 

situations in which building the ontologies required for a specific task is 

more difficult or more costly that solving the task without ontologies. 

In this section, we will analyze the actual contribution of ontologies to 

improved access and use of knowledge resources and identify six core parts 

of this contribution. This is insofar relevant as the various contributions 

differ heavily in how they depend on the formal account of an ontology. In 

particular, we will show that several claims of what ontologies can do 

depend not mainly on a rich formalization, but are materialized by clean 

conceptual modeling based on philosophical notions and by well-thought 

lexical enrichment (e.g. a human-readable documentation or synonym sets 

per each element). This also explains why ontologies are much more useful 

for new information systems as compared to problems related to legacy 

systems. Ontologies, for example, can provide little help if old source 

systems provide data in a poorly structured way. 

The uses of ontologies have been summarized by Gruninger and Lee as 

follows (Gruninger & Lee, 2002, p. 40): “… 

• for communication 

o between implemented computational systems 

o between humans 

o between humans and implemented computational systems 

• for computational inference 

o for internally representing plans and manipulating plans and 

planning information 

o for analyzing the internal structures, algorithms, inputs and 

outputs of implemented systems in theoretical and conceptual 

terms 

• for reuse (and organization) of knowledge 
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o for structuring or organizing libraries or repositories of plans 

and planning and domain information.” 

Note that ontologies provide more than the basis for computational 

inference on data, but are also helpful in improving the interaction between 

multiple human actors and between humans and implemented computer 

systems. 

Whenever computer science meets practical problems, there is a trade-off 

problem between human intelligence and computational intelligence. 

Consequently, it is important to understand what ontologies are not good for 

and what is difficult. For example, people from outside the field often hope 

for support in problems like unit conversion (inches to centimeters, dollars to 

Euro, net prices to gross prices, etc.) or different reference points for 

quantitative attributes, while current ontology technology is not suited for 

handling functional conversions and arithmetics in general. 

Also, it was often said that integrating e-business product data and 

catalogs would benefit from ontologies, see e.g. the respective challenge of 

mapping UNSPSC and eCl@ss (Schulten et al., 2001). While there were 

academic prototypes and success stories (Corcho & Gómez-Pérez, 2001), the 

practical impact is small, since the conceptual modeling quality of the two 

standards is limited, which constrains the efficiency of possible mappings. 

For example, assume that we have two classification systems A and B, and 

that system A includes a category “TV Sets and Accessories” and system B a 

related one “TV Sets and Antennas.” Now, the only possible mapping is that 

“TV Sets and Antennas” is a subclass of “TV Sets and Accessories.” This 

provides zero help for reclassifying source data stored using system A into 

system B. Also, those two classifications undergo substantial change over 

time, and a main challenge for users is to classify new, unstructured data sets 

using semi-automatic tools. In general, for any problem where the source 

representation is weakly structured, the actual contribution of ontologies is 

limited, because the main problem is then lifting that source data to a more 

structured conceptual level— something for which machine learning and 

natural language technologies can contribute more than ontologies can. 

Fortunately, there are now more and more successful examples of 

ontology usage, e.g. matching patients to clinical trials (Patel et al., 2007) 

and the three uses cases in chapters 8, 9, and 10 of this book. Additional use 

cases are described in Cardoso, Hepp, & Lytras (2007). It must be said, 

though, that the broad promises of the early wave of ontology research were 

too optimistic, because the advocates had ignored the technical difficulties of 

(1) providing ontologies of sufficient quality and currency, (2) of annotating 

source data, and (3) of creating complete, current, and correct mappings—

and did mostly not compare the costs and benefits of ontologies over their 
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lifespan. Two notable exceptions are Menzies in 1999 (Menzies, 1999) and 

recently Oberle (Oberle, 2006, in particular pp. 242–243). 

In the following, we trace back the general advancement that ontologies 

provide to six distinct technical effects. 

2.1 Using philosophical notions as guidance for 

identifying stable and reusable conceptual elements 

One core part of ontological engineering is the art and science of 

producing clean, lasting, and reusable conceptual models. With clean we 

mean conceptual modeling choices that are based on philosophically well-

founded distinctions and that hold independent of the application context. 

The most prominent contribution in this field is the OntoClean methodology, 

see (Guarino & Welty, 2002) and (Guarino & Welty, 2004). 

A practical example is the distinction between actors and their roles, e.g. 

that being a student is not a subclass of being a human, but a role— or that a 

particular make and model of a commodity is not a subclass of a particular 

type of good, but a conceptual entity in its own right. 

Such untangling of objects increases the likelihood of interoperability of 

data, because it is the precision and subtleness of the source representation 

that always determines the degree of automation in the usage and access to 

knowledge representations. Also, maintaining attributes for types of objects 

is much easier if the hierarchy of objects is designed in this way. 

In other words: The cleaner our conceptual distinctions are, the more 

likely it is that we are not putting into one category objects that need to be 

kept apart in other usages of the same data— in future applications and in 

novel contexts. 

So ontology engineering is also a school of thinking that leads to better 

conceptual models. 

2.2 Unique identifiers for conceptual elements 

Exactly 20 years ago, Furnas and colleagues have shown that the 

likelihood that two individuals choose the same word for the same thing in 

human-system communication is less than 20% (Furnas, Landauer, Gomez, 

& Dumais, 1987). They have basically proven that there is “no good access 

term for most objects” (Furnas, Landauer, Gomez, & Dumais, 1987, p. 967). 

They also studied the likelihood that two people using the same term refer to 

the same referent, with only slightly better results; as a cure, they suggested 

the heavy use of synonyms. 

Ontologies provide unique identifiers for conceptual elements, often in 

the form of a URI. We call this the “controlled vocabulary effect” of 
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ontologies. This effect is an important contribution, and the use of ontologies 

is often motivated by problems caused by homonyms and synonyms in 

natural languages. 

However, we should note that this vocabulary effect does not require the 

specification of domain elements by formal means. Well-thought 

vocabularies with carefully chosen terminology and synonym sets can serve 

the same purpose. Much more, we do not know of any quantitative evidence 

that the formal semantics of any available ontology surpasses such well-

designed vocabularies in efficiency. At the same time, formal content raises 

the bar for user participation. 

2.3 Excluding unwanted interpretations by means of 

informal semantics 

Besides providing unique identifiers only, ontologies can be augmented 

by well-thought textual definitions, synonym sets, and multi-media elements 

like illustrations. In fact, the intended semantics of an ontology element 

cannot be conveyed by the formal specification only but requires a human-

readable documentation. In practice, we need ontologies that define elements 

with a narrow, real-world meaning. For example, we may need ontologies 

with classes like 

Portable Color TV ⊆ TV Set ⊆ Media Device 

In such cases, the intended semantics goes way beyond 

A ⊆ B ⊆ C 

Instead, we will have to exclude unwanted interpretations by carefully 

chosen labels and textual definitions. There exists a lot of experience in the 

field of terminology research that could help ontology engineers in this task, 

namely the seminal work by Eugen Wüster, dating back to the 1930s on how 

we should construct technical vocabularies in order to mitigate 

interoperability problems in technology and trade in a world of high 

semantic specificity (Wüster, 1991). His findings and guidelines on how to 

create consensual, standardized multi-lingual vocabularies for technological 

domains are by far more specific and more in-depth than the simplistic 

examples of ontologies for e-commerce in the early euphoria about 

ontologies in the late 1990. 

This “linguistic grounding” of ontology projects is a major challenge—

at the same time, such proper textual definitions can often already keep a 

large share of what ontologies promise. In particular when it comes to 

attributes and relations, specifying their intended semantics by axioms is 

difficult and often unfeasible, while properly chosen textual definitions are 
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in practice sufficient for communicating the intended meaning. eCl@ss 

(eClass e.V., 2006) and eClassOWL (Hepp, 2006a) and (Hepp, 2006b) for 

example, specify the intended meaning of the attribute “height” (property 

BAA020001) as follows: 

“With objects with [a] preferred position of use, the dimension which is 

generally measured oriented to gravity and generally measured 

perpendicular to the supporting surface.” 

It is noteworthy that the RosettaNet Technical Dictionary, a standardized 

vocabulary for describing electronic components (RosettaNet, 2004) does 

not include any hierarchy, because the participating entities could not reach 

consensus on that. Instead, it consists just of about 800 flat classes 

augmented by about 3000 datatype properties but was still practically useful. 

This subsection should tell two things: First, that matching the state of 

the art in terminology research is key for the informal part of an ontology 

project. Second, that a large share of the promise of ontologies can be 

achieved solely by the three technical effects described so far, which do not 

require the specification of ontology elements by axioms and neither a 

reasoner at run-time. 

2.4 Excluding unwanted interpretations by means of 

formal semantics 

As we have already discussed, a large part of ontology research deals 

with the formal account of ontologies, i.e., specifying an approximate 

conceptualization of a domain by means of logic. For example, we may say 

that two classes are disjoint, that one class is a subclass of another, or that 

being an instance of a certain class implies certain properties. For some 

researchers, this formal account of an ontology is even the only relevant 

aspect of ontologies. 

The axiomatic specification of conceptual elements has several 

advantages. First of all, formal logic provides a precise, unambiguous 

formalism—compared to the blurriness of e.g. many graphical notations. In 

contrast, it took quite some time until Brachman described in his seminal 

paper that the blurriness of is-a relations in semantic nets is very 

problematic, teaching us in particular to make a clear distinction between 

sublassOf and instanceOf (Brachman, 1983). 

In a nutshell, logical axioms about the element of an ontology constrain 

the interpretation of this element. The more statements are made about a 

conceptual element by means of axioms, the less can we err on what is 

meant, because some interpretations would lead to logical contradictions. 

For an in-depth discussion on whether aximatization is effective as “the main 
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tool used to characterize the object of inquiry,” see Ferrario (2006). Also, we 

highly recommend John Sowa’s “Fads and Fallacies of Logic” (Sowa, 

2007). 

It is definitely not a mistake to use a rock-solid formal ground for 

specifying what needs to be specified in an ontology, because it eliminates 

subjective judgment and differences in the interpretation of the language for 

specifying an ontology. Many graphical notations, including the popular 

entity-relationship diagrams (ERDs) have suffered from being used by 

different people with a different meaning in mind, hampering exchange and 

reuse of models. 

However, this does not mean that full axiomatization is the most 

important aspect of building an ontology. Whether an ontology should be 

heavyweight or lightweight in terms of its formal account depends on the 

trade-off between what one gains by a richer axiomatization vs. what efforts 

are necessary to produce this. Note that producing in here means not only 

writing down an axiomatic definition of a conceptual element, but also to 

achieve consensus with all stakeholders about this axiomatic definition. 

2.5 Inferring implicit facts automatically 

The axiomatic definition of conceptual elements as described in the 

previous section also empowers computational inferences, i.e., the use of a 

reasoner component to deduce new, implicit facts. An important contribution 

of this property is that it reduces redundancy in the representation of a 

knowledge base and thus eases its maintenance, because we do not need to 

assert explicitly what is already specified in the ontology. 

However, it is sometimes assumed that being able to infer new facts from 

the axiomatization using a reasoner is the main gain of an ontology, and that 

without it, an ontology would not be “machine-readable.” That is not correct, 

because the unique identifiers, provided for the conceptual elements, alone 

improve the machine-readability of data. For example, simply using a 

specific URI for expressing the relationship “knows” between two 

individuals empowers a computer to find, aggregate, and present any such 

statement in any Fried-of-a-Friend document. Same holds for the rich 

libraries of datatype properties contained in eClassOWL (Hepp, 2006a)—

their formal semantics is constrained to what kind of datatype a value used in 

a respective statement is, but their informal content is very rich. 

In short, the ability to use computers to deduce additional facts based on 

the axiomatic content of an ontology can be valuable and is interesting from 

a research perspective. However, it is only one of at least six positive effects 

of ontologies, and its share on improved interoperability has, to our 

knowledge, so far not been quantitatively analyzed. 
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2.6 Spotting logical inconsistencies 

A side effect on the axiomatic specification of conceptual elements in an 

ontology is that it increases the likelihood that modeling errors can be 

spotted, because an inference engine is empowered to find logical 

inconsistencies. Again, this is a potentially valuable contribution, but its 

effect on more consistent conceptual models of domains still needs 

quantitative evidence. Also, it must be stressed that only logical 

inconsistencies can be spotted this way, while other types of modeling errors 

remain undetected. 

3. GRAND CHALLENGES OF ONTOLOGY 

CONSTRUCTION AND USE 

The main goal of ontology engineering is to produce useful, consensual, 

rich, current, complete, and interoperable ontologies. In the following, we 

discuss six fundamental problems of building and using ontologies in real-

world applications. 

3.1 Interaction with human minds 

Since ontologies are not for machines only, but are the glue between 

human perception of reality and models of that reality in computers, it is 

crucial that humans can understand an ontology specification, both at design 

time and when using an ontology to annotate data or to express queries. This 

problem has two major branches: 

HCI challenge and visualization: It is difficult to develop suitable 

visualization techniques for ontologies. For example, it has been investigated 

to reuse popular modeling notations, namely from conceptual modeling, like 

ERM, UML class diagrams, and ORM (Jarrar, Demey, & Meersman, 2003). 

The advantage of this approach is a higher degree of familiarity, but there is 

a danger that human users underestimate the differences between data 

modeling and ontology engineering. In general, the larger the ontology and 

the more expressive the underlying formalism, the more difficult is it to 

provide a suitable ontology visualization. Chapter 2 discusses this problem 

and current solutions in more detail. 

Interplay between human languages and ontologies: Human language 

is likely the most comprehensive phenomenon in which human thought, 

including our abstractions, subjective judgments, and categories of thinking 

manifest. Unfortunately, a large share of ontology researchers avoid natural 

language both as a resource to be harvested when creating ontologies and as 
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a modality for expressing the semantics (see also section 2.3). For successful 

ontology projects, however, a tight integration with human language is 

crucial. This is for example taken into account by the DOGMA-MESS 

approach with a strong lexical component in the development process (de 

Moor, De Leenheer, & Meersman, 2006). Also, ontology learning as the 

attempt to deduce conceptual structures from lexical resources is getting 

more and more attention, and respective expertise is gaining relevance. For 

an overview of the field, see e.g. (Buitelaar, Cimiano, & Magnini, 2005). 

3.2 Integration with existing knowledge organization 

systems 

A lot of existing knowledge is stored using traditional systems of 

knowledge organization, for example, standardized hierarchical 

classifications like eCl@ss1 and UNSPSC2 in the e-commerce domain or the 

“International Classification of Diseases” (ICD-10)3 in the medical sector. If 

we want to use ontology technology for increasing interoperability between 

multiple such representations or increased access to existing data, we need to 

build ontologies that are linked to those existing knowledge organization 

systems (KOS). Also, reusing existing resources and consensus from those 

systems can reduce the effort for building ontologies. 

Several researchers have analyzed the complexity of deriving ontologies 

from existing consensus in the form of informal thesauri and classifications, 

e.g. thesauri to SKOS (van Assem, Malaisé, Miles, & Schreiber, 2006), 

classifications into lightweight ontologies (Giunchiglia, Marchese, & 

Zaihrayeu, 2006) and (Hepp & de Bruijn, 2007), or products and services 

classification standards to OWL ontologies (Hepp, 2006b). 

3.3 Managing dynamic networks of formal meaning 

As ontologies are not static conceptual models of “eternal” truth, but 

artifacts reflecting our gradual understanding of reality, we face the 

difficulty of managing such dynamic networks of meaning (Fensel, 2001). 

This creates at least three branches of problems: 

Ontology evolution, i.e., dealing with change: We need to make sure 

that ontologies are continuously updated so that they reflect the current state 

of the respective domain. For example, product innovation leads to new 

types of products and services, and advancement in research to new classes 

                                                     
1 http://www.eclass.de 
2 http://www.unspsc.org 
3 http://www.who.int/classifications/icd/en/ 
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of diseases and symptoms. For quickly evolving domains, it is an open 

research question whether we can we build ontologies fast enough to reflect 

those domains properly. See Chapter 5 for more on ontology evolution. 

Interoperability between ontologies: If we have more than one single 

ontology, the problem of data interoperability turns into a problem of 

interoperability between multiple ontologies. Such is achieved by alignments 

between ontologies, e.g. sets of statements of semantic relationships. Those 

alignments are ontological commitments themselves, and there can be 

multiple sets of statements of semantic relationships for different purposes. 

See Chapter 6 for more on ontology alignments. 

Integration of ontology construction and ontology usage: Due to their 

high level of abstraction, ontologies mostly suffer from a very 

disadvantageous decoupling between their construction and their usage. It is 

very desirable that using ontologies for annotating instances and for 

expressing queries is much more tightly integrated with the evolution of the 

ontologies. For example, users spotting the need for a new element while 

expressing a query should be able to do so. The current state is similar to 

developing a dictionary without speaking the respective language, i.e., 

without continuously probing our assumptions about the semantics and 

usage of words by communicating. 

3.4 Scalable infrastructure 

While relational database management systems (RDBMS) have reached a 

high level of maturity and provide high performance and scalability even on 

desktop computers, ontology repositories still fall short in those terms. In 

fact, it is only recently that ontology repositories with some degree of 

reasoning support have been released that can deal with larger ontologies or 

large sets of instance data. However, quite clearly, users will not accept 

falling behind the state of the art in scalability and performance when 

adopting semantic technology. 

There are two main branches of research in this field: First, determining 

fragments of existing ontology languages that provide an attractive 

combination of expressiveness and computational costs. The main idea is 

that e.g. RDF-S is a too limited ontology language, while OWL DL 

reasoning is too complex for many large-scale contexts. 

The second is trying to combine reasoners with relational databases so 

that the existing achievements in terms of scalability and performance can be 

built on. 

Chapter 4 summarizes the state of the art in this field. 
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3.5 Economic and legal constraints 

So far, research has mainly addressed the technical problems of ontology 

usage, but largely ignored the economic and legal constraints. However, the 

large deployment of ontology technology will require answers to those 

questions, too. 

Resource consumption: Does the gain in automation that the ontology 

provides justify the resources needed to develop it? From another perspective, 

do the technical problems that the ontology can help us solve outweigh the 

problems we must master to create it? A first approach in that direction is the 

work on cost estimation models for ontologies, see Chapter 7. 

Incentive conflicts and network externalities: Is the incentive structure 

for relevant actors in the process compatible with the required contributions? 

For example, are those who must dedicate time and resources benefiting 

from the ontologies? Moreover, ontologies exhibit positive network effects, 

such that their perceived utility increases with the number of people who 

commit to them (Hepp, 2007). This implies that convincing individuals to 

invest effort into building or using ontologies is particularly difficult while 

the user base associated with it is small or nonexistent. 

Intellectual property rights: For many applications, we need ontologies 

that represent existing standards. However, standards are often subject to 

intellectual property rights (Samuelson, 2006). Establishing the legal 

framework for deriving ontologies from relevant standards is thus nontrivial. 

A more detailed discussion of these problems is in Hepp (2007). 

3.6 Experience 

Since ontologies are a rather new technology outside of academia, one 

inhibitor to their wide usage is the lack of experiences from their application. 

Such successful use cases can provide best practices and experiences, and 

help assess the costs and benefits of new projects. 

In this book, we present the collected experiences from three application 

domains, see Chapters 8, 9, and 10. Also, there is another compilation of use 

cases of semantic technology in the book Cardoso, Hepp, & Lytras (2007). 

4. CONCLUSION 

Managing ontologies and annotated data throughout their life-cycles is at 

the core of semantic systems of all kinds. This begins with establishing a 

consensual conceptualization of a domain and includes, often iteratively, a 

wealth of operations on (or on the basis of) the resulting ontologies, and 
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creates challenges in the elicitation, storage, versioning, retrieval, and 

application. All such operations must support collaboration and may require 

the involvement of the individuals defining and using the ontologies (i.e., the 

committing communities), where human interpretation and negotiation of the 

elicited knowledge is indispensable. 

This eventually makes managing ontologies in large-scale applications 

very difficult. While a lot of foundational research results have been 

achieved and published in the past years, mostly in academia, the true 

complexity of ontology management is still a major research challenge. 

With this book, we aim at presenting a current summary of the state of 

the art in the field. Part II of the book will discuss the infrastructure for 

ontology management and related tools. Part III addresses the evolution of 

ontologies and how alignments between multiple ontologies can be 

produced. It concludes with a section that presents a cost estimation model 

for ontology projects. Part IV summarizes the practical experiences from 

ontology engineering and ontology management in three selected use cases 

in e-banking, engineering in the automotive sector, and managing 

competencies in the Dutch bakery domain. 
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